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Project description: Species monitoring forms an essential facet of conservation ecology and 
population biology, however many traditional methods incur an environmental cost. This issue is 
especially true in the case of insect surveillance, as trapping invariably kills target species in 
substantial numbers. Recent advances in AI and computer vision offer a promising alternative to 
this, as they enable passive monitoring and identification of species via image recognition, thus 
avoiding harm. The proposed project seeks to utilise deep learning to automatically identify and 
monitor insect biodiversity, and hence provide a leading-edge solution for applied research. 
Applicants will have the opportunity to collect training data in the field, use this to develop insect 
detection models, and deploy these utilising remote computing to explore biodiversity across local 
habitats. This work offers substantial scope for the development of student-led hypotheses, along 
with the flexibility to pursue questions of interest to the applicant. Support in data annotation, 
model development, and field deployment will be provided throughout the project, allowing 
applicants to focus on the aspects that interest them most, while gaining transferable skills. 
Notably, there will be a strong focus on successful applicants taking a leading role in project 
development, and hence receiving meaningful attribution for all resultant research impacts and 
outputs. In sum, this work aims to deliver an accessible introduction to applied AI and ecological 
research, offering the potential to substantially enhance current biodiversity monitoring efforts, 
while building transferable research experience to support candidates in their future careers. 

 

Figure 1. (a) Drawing on existing expertise, applicants will have the opportunity to collect and 
utilise their own data, and thus develop novel models for insect surveillance. (b) Resultant models 
will be deployed on Raspberry Pi processors for validation and field testing, enabling a rapid 
concept-to-application pipeline for iterative development. 

Candidate requirements: While candidates with experience in computing, machine learning, or 
insect identification are encouraged; the only essential requirements are enthusiasm and a 
willingness to learn new skills. Due to the fieldwork component, certain sites will have limited 
access, however this aspect of the project is flexible if candidates have specific accessibility 
requirements. The ideal candidate will have an interest in both fieldwork and AI, and should be 
comfortable with working independently, and engaging the wider research group. 
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Approximate Work Schedule in weeks (desk based/lab/report writing): 

Week 1: Project planning and hypothesis generation. 

Weeks 2-3: Data collection in the field and model development in the lab. 

Weeks 4-6: Deployment of models in field and analyses of resultant data. 

Weeks 7-8: Writeup of results and poster for presentation. 


